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Today’s menu (less theoretical) @

.. Catching up a little
>, Quantization

;. Finetuning

+ RAG

5. Agents

... it’'ll become a little more complex though!
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O I Mistral Large 3: A state-of-the-art open model

Base Model Benchmark Comparisan
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Our fully open language model and complete model fiow.

DeepSeek-V3.2 Release

# Lrcting

1. Model Introduction

Top left: https://allenai.org/olmo

Top right: https://mistral.ai/news/mistral-3/

Bottom left: https://api-docs.deepseek.com/news/news251201
Bottomright: https://huggin .co/moonshotai/Kimi-K2-Instr
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Addendum: KV Caches

GPU(s)

Initial Prompt

Prompt/Input Tokenization Processing De-Tokenization

First Output Token
(Prefill) decode/generation

T

Time to First Token (TTFT) Signifies time it takes to process the

prompt and generate the first token

prompt1 [ Few-shot examples

Language redundancy, prefixes,
positionally-encoded tokens

—{auestion1 }—{ nswer1 ]

prompt2 ([ Fewshoteamples | —{ Question2 }—{ Answer2 |

prompt3 ([ Fewshoteamples |—{ Question3 }—{ Answer3 |

e

(a) Few-shot learning

Search History ) (Branch 1.1 ) ((sranch 1.1 ]

(Chmweri ) ceneraton:
(Cower2 ) Generation2

Search History ) (Branch 1.1.1 ] (Branch 1.1.1 ]

searchHistory | ((Branch 1.2 ) Branch 1.2 ]

(Answers ] ion 3 Search History ) (Branch 1.2.1 ] (Branch 1.2.1 ]
(b) Self-consistency -m
Search History ) (Branch 2.1 ] (Branch 2.1 ]
( Chat History ) (um2(@ ] (um20) ) Search History ) (Bronch 2.1.1 ) (Branch 2.1.1 )
( Chat History ) (ums @] (umsa ) searchHistory | ((Branch 22 ) ((Branch 2.2 |
( ) (uma@] [(Tumaa ] \ Search History ) (Branch 2.2.1 ] ((Branch 2.2.1 )
Top: https:// .nvidia.com/nim/benchmarking/lIlm/latest/metrics.html (c) Multi-turn chat (¢) Tree-of-thought

Right: https://arxiv.org/abs/2309.06180

Dezember 2025

Workshop 3: stepping stone in Al 4/31


https://docs.nvidia.com/nim/benchmarking/llm/latest/metrics.html
https://arxiv.org/abs/2309.06180

GPU(s)

Initial Prompt
Processing
(Prefill)

Prompt/input Tokenization

decode/generation

De-Tokenization

t=0: REQUEST 1

First Output Token "You are an expert in LLM inference
optimization. You understand KV caching,
paged attention, and memory management.
Be concise. How does prefix caching

J reduce time to first token?"

(80 tokens - 5 blocks)

Y

Time to First Token (TTFT)

HASH

Signifies time it takes to process the
prompt and generate the first token

CACHE LOOKUP

cache: { empty

e s oo [ [

PREFILL

Top: https://docs.nvidia.com/nim/benchmarking/llm/latest/metrics.html total: 80 tokens

Right: https://sankalp.bearblog.dev/how-prompt-caching-works/

t=1: REQUEST 2

"You are an expert in LLM inference
optimization. You understand KV caching,
paged attention, and memory management.
Be concise. What is the block size

in vLwm?"
(80 tokens - 5 blocks)

, h2 = 0xA1, 0xB2,

CACHE LOOKUP
cache: { 0xAl-phy_0, 2sphy_1, ...
OXA1-HIT @xB2-HIT OxC3-HIT

longest_hit = 3 blocks (48 tokens)

ALLOCATE & BLOCK TABLE

PREFILL
SKIP  SKIP  SKIP

total: 32 tokens (saved 48!)
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system prompt

cache eviction

t=0: REQUEST 1

"You are an expert in LLM inference
optimization. You understand KV caching,
paged attention, and memory management.
Be concise. How does prefix caching
reduce time to first token?"

(80 tokens - 5 blocks)

HASH

CACHE LOOKUP

cache: { empty }

longest_hit = @ blocks

ALLOCATE & BLOCK TABLE

free: [0,1,2...] - pop 5

PREFILL

total: 80 tokens

t=1: REQUEST 2

"You are an expert in LLM inference
optimization. You understand KV caching,
paged attention, and memory management.
Be concise. What is the block size
in VLLM?"

(80 tokens - 5 blocks)

HASH

h@e, hl, h2 OxAl, 0xB2, @xC3 + same
h3 0xF6, h4 0xG7 «~ different

CACHE LOOKUP

cache: { 0xAl-phy_0, 0xB2-phy_1,

OxA1-HIT 0xB2-HIT OxC3-HIT OxF6-MISS
longest_hit = 3 blocks (48 tokens)
ALLOCATE & BLOCK TABLE

free: [5,6,7...] - pop 2

Blk1 }
phy_0 phyﬁl!phy_z p

PREFILL

SKIP SKIP SKIP

total: 32 tokens (saved 48!)
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“whois..”

2 queues!

prefill batch
(chunked)

decode
(speculative

scheduler

=)

KV Cache manager st/ld
tok

bundled user
requests

(continuously
batched)

* concerns: optimal batch size »this man”
* overhead of “optimization”
* tenantisolation

cache on device e salt’d kvcaches?
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Addendum: KV Caches

GPU Memory: KV Cache Tensor (batch_size=4, seq_len=204%)

used Wosted! (internal fiug) ‘ LOGICAL BLOCKS BLOCK TABLE PHYSICAL KV CACHE
SR (virtual) (page table) (memory)
Slot 0: [SYS][user_@1Lgen..] Wi iiis ittt i Prompt A A: [0, 1]
Slot 1: COMPLETED - HOLE B i s Block @ | Block 1 ——ﬁ_’l | Block @ |What,is, | ref=2
: What,is, |of,France P the, cap
Slot 2: [SYS][user_2][generating..... 1 Wi the,::ap' 2 ‘ : 4_1
Slot 3: COMPLETED - HoLE BT T i o [BRock = ofance
W) = Internal fragmentation (allocated seq_len > actual usage) Prolnpt B B: [0, 2] Block 2 gf,German
.| = External fragmentation (slot done, but can't reclaim) i Block o B o il | P 7
i What,is, |of,German ~ Block 3 free
the,cap |? ——_‘T
Request queue: [req_4, req_5, req_6, ...] — - —
BLOCKED - can't use slots 1,3 until batch ends s
shared prefix
Memory utilization: ~25% actual data, ~75% waste .

Left andright: https:
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Cost per million tokens (CHF)

10°

10~

1072 4

Token economics on RTX 6000 Pro Blackwell (1-8 GPUs) under PCle considerations
CHF 0.162/hr/device (600W @ 0.27 CHF/kWh)

IRREREE

t

Mixtral 8x78
Deepseek-R1
Llama 3 708
Llama 3 4058
Mistral Large 2
Mixtral 8x22B
Granite 348
Apertus 8B
Apertus 708

T T T
50 100 150 200
Tokens per second per request
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Context length impact | Suggestive for users
CHF 0.162/hr/device (600W @ 0.27 CHF/kWh)

10° 4

Cost per million tokens (CHF)

10714

—e— Short context (L=8K), Mixtral Bx78
=—e— Medium context (L=32K), DeepSeek-V3
—e— Long context (L=65K), Llama-3-708

The Economics of Large Language Models:

Token Allocation, Fine-Tuning, and Optimal Pricing*

Dirk Bergemann! ~ Alessandro Bonattif ~ Alex Smolin®

February 12, 2025

INFERENCE ECONOMICS OF LANGUAGE MODELS

Ege Erdil
Epoch
egebepoch.ai

80

100 120 140

Tokens per second per request

Top: https://arxiv /2502.077
Bottom: https://arxiv.org/abs/2506.04645
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https://git.stepping-stone.ch/eju-kha/inference-arithmetic/-/blob/main/token_economics.py?ref_type=heads
https://arxiv.org/abs/2502.07736
https://arxiv.org/abs/2506.04645

FP32 = 0.3952
sign exponent mantissa
FPAE| 0|0 |2 (1|02 |1]|0|0|21|0|1|0|0]|1]|1]|=0395264 More precision
BFI6| 0 (0 |1 |1 |1 |1 (1|0 |1 |1|0|0(f1[0|1]O0] =0394531 More range
FP8E4M3| 0 | O |1 |0 |1 |1 |01 =0.40625 More precision
FPBESM2| 0 [0 |1 [1 (0 |21 |10 =0.375 More range

+ extra

NVIDIA Blackwell introduces microscaling formats

scaling
factor

FP8

MXFPS

ooon

JH E

Figure 2. FP8 and MXFP8 scaling factors
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Quantization

mxfpd . . . * s s ssmmmmirse . . .
Quantization to FP8-style mini-float vs INT4
24 real (fp64) p8 A . . L . .
~—— fp8 (toy, E4AM3-ish)
v 14 — int4 (uniform) bf16 -
3
©
2 fp32 1
& 07
g fp64
=]
T -1 1
ad
-2 —0.‘100 —UA‘O'IS —0.‘050 —U.b25 0.600 0,0‘25 0‘0'50 0.675 0.1‘00
T T T T T T T T T X
Quantization error
1072
10-4.
10714 _
e W W\ M
@ 10-2 4 oy AR _ 1078
g X
3 Z 107104
E 1073 4 =
=12:4
© 10 — fp64
_ 10-14 — fp32
10~ — |lfp8 real| — S
—— [int4 - real| 10-16 4 — fp8
t T T T T T T T T —— mxfp4
=2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 T T T T T T
real value ~0.100 —-0.075 -0.050 =-0.025 o.?(oo 0025 0050 0075 0.100
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model size = num_bytes_per_weight * num_params

we’re on vectorized machines and want to save space

+ extra

-> use groupings and quantize along

yix) = Wtanh(W, ¢0x) + by) + by,
Effect of 4-bit quantization

@(x) =[x, x%, sinx, cos x17
Grouped vs ungrouped quantization

mxfp4 4

fp8

bf16

fp32 4

fp64

-0.100 -0.075 -0.050 -0.025 0.000 0.025 0.050 0.075 0.100

X

—— full precision
4-bit ungrouped
—— 4-bit grouped

RMS output error

354

~e— ungrouped
#— grouped

3.04

~
n

weight bit-width

NVIDIA Blackwell introduces microscaling formats

data

Scaling
factor

FP8

MXFP8
data
EIMO | EBMO
Scaling oo
factor ol e
IO | ESMO

Figure 2. FP8 and MXFP8 scaling factors
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model size = num_bytes_per_weight * num_params
+ ext ra ChatGPT 5.1 Thinking v X, Share

can you say anything about at what precision/quantization Al research
companies serve their models? deepseek, anthropic, openai?

Plausible picture for OpenAl serving
training often in fp16 Given:

* NVIDIA's inference stack (TensorRT-LLM) is heavily optimized for FP8 and INT8 for LLMs,

9 Welghts |n bf1 6 NVIDIA GitHub

e OpenAl clearly embraces aggressive quantization for GPT-OSS,

...it's very likely that for large proprietary models OpenAl uses some mix of:

=» sucks for us when we

s Weights: FP8 [ INT8 [ custom FP4-like formats (possibly weight-only quantization for most layers)

need to serve  Activations / compute: BF16 or FP8
* KV cache: FP8 or FP16
deepseek uses fp8 for traini ng But again, that's inference from hardware + ecosystem, not an official spec.

+ inference
https://chat.com
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https://chat.com/

What our images should do:

env flags and
diverse setup
weight download steps for serving,
observability and
security

img base + well-
allocated space

depending on use
case

easy drivers and
systems
packages

solved

solved, weight
bw + time quantization

easy
(pin python version?)

difficult, depends highly on model + user pref,
brittle python infrastructure
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Context length usage

RAG Pattern

system docs user

Agentic Pattern

system user tool user gen tool

l:_:_

Thinking/Reasoning Pattern

system user gen think gen think gen
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A ingest demo?

“transport” vector \ IP

»

”pet” vector
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RAG Pattern
f"“‘"| = . To find “sources”, “references” in
databases, compute angle between

prompt and avail docs!

Agentic Pattern

system user gen tool user gen tool

[ . | ||

Thinking/Reasoning Pattern T . .. .
(it’s literally called cosine similarity)

system user gen think gen think gen

[ N N 2 e

https://pytorch.org/blog/hybrid-models-as-first-
class-citizens-in-vllm/

Dezember 2025 Workshop 3: stepping stone in Al 18/31



=
rrr g
M

the LLM just “retrieves
extra context from a

suitably linked db”

embedding model
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e any matrix A with dimension (m, n) can be decomposed as
e« A=USVT
e Uas(m,n) Sas(n,n) Vas(m,n)

* and we canreconstruct A without the full matrices (with some quantifiable
* information loss) o2

numpy as np
matplotlib.pyplot as plt

» we even have a short demo: take a picture W

_, frame = cam.read()
cam.release()

img = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY)

* |deais: reconstruct vector spaces that have U, S, VE = np.Linalg. svdCing, fullLmatrices=True)
* highly redundant data with by relying on “subspac el

recon = U[:, :k] @ np.diag(S[:k]) @ Vt[:k, :]

print("matmul is", U[:, :k].shape, np.diag(S[:k]).shape, Vt[:k, :].shape)
print("=", recon.shape)

fig, (ax1l, ax2, ax3) = plt.subplots(l, 3)

ax1.imshow(img, cmap="grey"); axl.set_title('Original")
ax2.imshow(recon,cmap="grey"); ax2.set_title(f'Rank-{k}')
ax3.imshow(np.abs(recon-img),); axg.set_title(F'diFf')

plt.show()
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* Trainingis expensive (unavailable to us for “usual-scale” data)
* ->memrequired for full-scale training ~ 2 x param + 1 x param
* (1xfwd, 1 xbwd, 1x state ... bad approximation but it’s the OOM)
* we would also need to multiply this— DDP/FSDP - and replicate for large data

* Post-training approaches of interest here: LoRA, QLoRA

* AND:We can enhance TP with them (as they’re now small
e operatorsVvLLM lets us plug in on the fly!)

* More difficult: RLHF and full-state posttraining training
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°$ rrr .

R B l}
client 1 adapter . . .]

client 2 adapter
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"conversations": [
r

from": "system",
"value": "You are a helpful, unbiased AI assistant."

i
{

"from": "gpt",

"value": "Hi, welcome to this interaction! I can help with your Go programming and Godoc related inquiries.”
1

5
{

quick demo, easy serving?

finetuning is not trivial:

e data curation

e quantization

* model behaviorin finetuning

°¢> B -

* precision requirements? RERAR

client 1 adapter . . .

client 2 adapter
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* “tooluse”, “MCP”...?

* Lots of tools and ideas to bring “programmable Al” safely to life.

* Most are just protocol ideas how to structure the model’s interaction with
* some kind of environment.
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Tool
router

$

tool
exec

g evaluation
rrr

LLM

R
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Get started

What is the Model Context Protocol
models: base, instruct, reasoning E{\Yi[®{2d)ks
distillation
CompreSSion MCP (Model Context Protocol) is an open-source standard for connecting Al applications to
RLHF
RL environments

© Copy page

external systems.

Chat interface Data and file systems
Claude Desktop, LibreChat PostgreSQL, SQLite, GDrive
IDEs and code editors MCP Development tools
Claude Code, Goose Standardized protocol Git, Sentry, etc.
Other Al applications Productivity tools
Top and bottom: 5ire, Superinterface sidirectional sidrectiona | S1ACK, Google Maps, etc.
data flow data flow

https://modelcontextprotocol.io/docs/getting
-started/intro

Al applications Data sources and tools
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.
.@etnS Contact Us Documentation v

Turn GPUs into Revenue

The Network Automation & Multi-Tenancy Platform
for Al Cloud Operators

Contact Us

https://netris.io
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https://netris.io/

Takeaways

systems engineering is where it’s at
we have a mostly solved setup for most LLM-related applications
guantization can bite us with brittle tooling

“agents” are just <smartly> chained prompts within controlled
environments

Dezember 2025 Workshop 3: stepping stone in Al 28/31






Links

https://www.stepping-stone.ch/
https://www.stoney-backup.com/
https://www.stoney-cloud.com/
https://www.stoney-mail.com/
https://www.stoney-meet.com/
https://www.stoney-office.com/
https://www.stoney-services.com/
https://www.stoney-storage.com/

https://www.stoney-wiki.com/
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stepping stone AG
Wasserwerkgasse 7
CH-3011 Bern

Telefon: +41 31 3325363
www.stepping-stone.ch
info@stepping-stone.ch
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